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استخراج فقاعات الإجابة من أوراق الإجابة متعددة الخيارات باستخدام 
 تحليل الصورةوتقنيات  SegFormer نموذج

 1محمد أحمد علي المهندس

 3الدكتور سهيل الحمود   2 إشراف: الدكتورة اليدا إسبر
 الملخص

تهدف هذه الدراسة إلى تطوير نظام فعّال ودقيق لاستخراج فقاعات الإجابة من أوراق الإجابة 
خصوصاً ( و Semantic Segmentationمتعددة الخيارات باستخدام تقنيات التقسيم الدلالي )

. تم تدريب النموذج على صور بحجم ثابت SegFormer-B0نموذج التعلم العميق 
ودالة الخسارة  AdamWبكسل(، باستخدام خوارزمية التحسين  1024×1024)

CrossEntropyLoss( أظهرت النتائج أداءً متميزاً، حيث وصلت الدقة .Accuracy إلى )
، 0.9970( إلى Precision، والدقة التنبؤية )0.9961( إلى Recall، والاستدعاء )0.9977
، ما يدل 0.9931( إلى IoU، ومؤشر التقاطع على الاتحاد )0.9965إلى  F1 Scoreومعامل 

 على كفاءة النموذج العالية في التحديد الدقيق لحدود صندوق الإجابة.
اعتمدت الدراسة أيضاً على خوارزمية متكيفة لاكتشاف حدود صفوف الأسئلة، باستخدام تقنية 

( لتحديد وفصل الأسطر Red Channel Projectionة الحمراء )الإسقاط الأفقي وتحليل القنا
( لتجنب فشل عملية التقسيم في الحالات التي تفتقر Fallbackبدقة. كما تم تطبيق آلية احتياطية )

فيها الصورة لمؤشرات واضحة. تضمن البحث في مرحلته الأخيرة استخدام خوارزمية التجميع 
DBSCAN قاعات بدقة عالية، مما يعزز موثوقية النتائج وملاءمة لاكتشاف وتحديد مواضع الف

 .النظام للاستخدام العملي في تطبيقات التصحيح الآلي داخل البيئات التعليمية
(، Transformers) ، المحولات(OMR)  التعرف الآلي على العلامات :الكلمات المفتاحية

SegFormerتقنيات الاسقاط ، (Projection Techniques)عات الإجابة، فقا (Bubbles). 
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Extracting Answer Bubbles from Multiple-Choice Answer Sheets 

Using SegFormer and Image Analysis Techniques 

 

Eng. Mohammed Ahmad Ali 
Supervision: Dr. Alida Isber   Dr. Suhel Hammoud 

ABSTRACT 

This study aims to develop an efficient and accurate system for 

extracting answer bubbles from multiple-choice answer sheets using 

semantic segmentation techniques. especially, the deep learning model 

SegFormer-B0. The model was trained on images with a fixed size 

(1024×1024 pixels) utilizing the AdamW optimizer and the 

CrossEntropyLoss function. The results demonstrated outstanding 

performance, with accuracy reaching 0.9977, recall 0.9961, precision 

0.9970, F1 score 0.9965, and intersection over union (IoU) 0.9931, 

indicating the model’s high capability in accurately delineating the 

boundaries of the answer box. 

The study also employed an adaptive algorithm to detect question row 

boundaries, utilizing horizontal projection and red channel analysis (Red 

Channel Projection) to accurately segment and separate the rows. A 

fallback mechanism was implemented to ensure the robustness of the 

segmentation process in cases where clear boundary indicators were 

absent. In the final stage, the DBSCAN clustering algorithm was used to 

accurately detect and locate the answer bubbles, further enhancing the 

reliability of the results and ensuring the system's suitability for practical 

use in automated grading applications within educational environments. 

 

Keywords: Optical Mark Recognition (OMR), Transformers, SegFormer, 

Semantic Segmentation, Projection Techniques, Answer Bubbles, 

Automated Grading. 
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 مقدمة .1
السرعة والموضوعية في رصد أداء  عملية تصحيح أوراق الإجابة متعددة الخياراتتوفر  

[. ومع ذلك، 7من المهام الأساسية في البيئات التعليمية ] عمليات التقييم الامتحانية مما جعلها
تواجه الأنظمة التقليدية لتصحيح هذه الأوراق تحديات تقنية عند التعامل مع تباين جودة الأوراق 

[. من بين الأساليب الأكثر شيوعاً في الأبحاث 7الممسوحة ضوئياً أو المطبوعة بأنماط مختلفة ]
، والتي حققت نجاحاً YOLO مثل سلسلة (Object Detection) ناتالحديثة نماذج كشف الكائ

ملحوظاً في تحديد مواضع العناصر الصغيرة والمتوسطة الحجم بدقة عالية داخل الصور واكتشاف 
 .[3,6,7] العناصر المرجعية في الورقة الامتحانية

صعوبةً كبيرةً  (Answer Box)تواجه عملية اكتشاف العناصر الكبيرة مثل صناديق الإجابة 
في رصد العناصر الدقيقة كالعلامات والرموز، خاصةً في وجود اختلاف  YOLO كفاءة بالرغم من

 YOLO [. يعود ذلك إلى طبيعة بنية3,7,19كبير في أبعاد الكائنات ضمن الصورة نفسها ]

ر للأحجام الأكث (Anchors) المعتمدة على تقسيم الصورة إلى شبكات صغيرة وتخصيص مرشحات
شيوعاً، مما يجعلها أكثر ملاءمة لاكتشاف الكائنات الصغيرة أو المتوسطة، وأقل دقة أو استقراراً 
عند محاولة اكتشاف الكائنات الكبيرة التي تحتل جزءاً كبيراً من الصورة أو تتداخل مع الحواف، 

 .[3,6,7] الاتمما قد يؤدي إلى قصور في تحديد حدودها بدقة أو حتى فقدانها تماماً في بعض الح

  SegFormer مثل (Transformers) تتيح نماذج التقسيم الدلالي المعتمدة على المحولات
معالجة الصورة كاملة بشكل تسلسلي مع فهم السياق المكاني لكل جزء من أجزاء الصورة بغض 

بقدرته على استخلاص  SegFormer  [. يمتاز نموذج6النظر عن حجم أو موقع العنصر ]
 (Self-Attention) الاهتمام الكبيرة والدقيقة بنفس الكفاءة، مستفيداً من بنية الانتباه الذاتيمناطق 

 .[6] التي تدعم الربط بين جميع أجزاء الصورة بشكل ديناميكي وفعال

تهدف هذه الورقة إلى تقديم إطار منهجي متكامل لاستخراج صناديق الإجابة من أوراق الإجابة 
م تقطيعها إلى صفوف أسئلة واستخراج الفقاعات بدقة عالية. يعتمد النظام متعددة الخيارات، ث

لتقسيم صورة الورقة إلى صندوق الإجابة والخلفية،  SegFormer-B0 المقترح على تدريب نموذج
متبوعاً بخوارزميات إسقاط وتجزئة متكيفة تعتمد على التحليل الإحصائي والإسقاط الأفقي لتحليل 

بين الأسطر. وفي المرحلة الأخيرة، يتم استخراج الفقاعات باستخدام تقنيات معالجة الحدود الفاصلة 
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لضمان فصل الفقاعات حتى في حالات التداخل  DBSCAN مسبقة متقدمة وخوارزمية التجميع
 .أو التشويش

تستعرض الدراسة نتائج تجريبية دقيقة على بيانات واقعية، وتقارن أداء النظام مع الأنظمة 
يدية، مؤكدةً تفوق النظام المقترح في دقة الاستخلاص وموثوقية الأداء، مما يعزز فرص اعتماده التقل

 .في التطبيقات التعليمية الفعلية ويساهم في تقليل الوقت والجهد المطلوبين لعملية التصحيح اليدوي
 أهداف وأهمية البحث .2

يهدف هذا البحث إلى تطوير نظام مؤتمت ودقيق لاستخراج فقاعات الإجابة من أوراق الإجابة 
متعددة الخيارات مع التركيز على معالجة التحديات المرتبطة باختلاف جودة الصور وتعدد أنماط 

ى لالطباعة. يسعى النظام المقترح إلى الاستفادة من إمكانات نماذج التقسيم الدلالي المعتمدة ع
نماذج كشف الكائنات التقليدية، خاصةً فيما يتعلق  تحديات( لتجاوز SegFormerالمحولات )مثل 

باكتشاف العناصر البنيوية الكبيرة مثل صناديق الإجابة، والتي غالباً ما تتعرض للفقدان أو عدم 
 YOLO [3,6,7.]التحديد الدقيق بسبب قيود بنية 

إطار عمل متكامل وقابل للتعميم على مختلف أنماط تتجلى أهمية هذا البحث في تقديم 
وتصاميم أوراق الإجابة، بما يعزز دقة التصحيح الآلي ويحد من تدخل العامل البشري، وبالتالي 
يقلل من احتمالية الخطأ ويزيد من كفاءة العملية التعليمية. كما يساهم النظام المقترح في تسهيل 

ة لأنظمة الذكاء الاصطناعي الأخرى، ويضع الأسس التقنية إعداد بيانات تدريبية منظمة وحديث
اللازمة لتطوير تطبيقات تصحيح آلي قابلة للاستخدام في البيئات التعليمية الواقعية بمختلف 

 حيث يمكن تلخيص أهمية البحث الحالي في النقاط التالية:، [6,7الظروف والإمكانات التقنية ]

لنظام المقترح في رفع مستوى الدقة عند استخراج يساهم ا تحسين دقة التصحيح الآلي .1
مناطق الإجابة والفقاعات، مقارنةً بالأساليب التقليدية، مما يقلل احتمالية وقوع الأخطاء 

 .البشرية

يوفر النظام مرونة عالية في التعامل مع التباين الكبير في  معالجة اختلافات جودة الصور .2
مطبوعة، سواء من حيث الدقة أو تباين الألوان وأنماط جودة الأوراق الممسوحة ضوئياً أو ال

 .[1,6] الطباعة
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يتغلب النموذج المقترح على قصور نماذج كشف الكائنات  YOLO موذج ن تحدياتتجاوز  .3
في اكتشاف العناصر الكبيرة، مثل صناديق الإجابة، من خلال  YOLOمثل  التقليدية

 .[3,6,7] توظيف نماذج التقسيم الدلالي

يتمتع النظام بقابلية التكيف مع تصاميم وأشكال متعددة لأوراق الإجابة، مما  ية التعميمإمكان .4
 .يجعله ملائماً لمختلف المؤسسات التعليمية

يتيح النظام إنشاء بيانات تدريبية منظمة وحديثة، يمكن الاستفادة  توفير إطار بيانات حديث .5
 .[6] أخرىمنها في تطوير وتدريب نماذج ذكاء اصطناعي متقدمة 

يسرّع النظام من عمليات التصحيح ويقلل الحاجة للتدخل اليدوي، ما  تقليل الزمن والجهد .6
 .ينعكس إيجاباً على كفاءة العملية التعليمية ككل

 مرجعية ةدراس .3
( واحدة من أبرز التقنيات في مجال OMRتُعتبر تقنيات التعرف الضوئي على العلامات )

عتمد تتيح إمكانية التصحيح التلقائي والسريع لأوراق الاختبارات التي ت التعليم والتقييم الآلي، حيث
على الإجابات ذات الخيارات المتعددة. فعلى مدار العقود الماضية، شهدت هذه التقنيات تحولات 

[، إلى الأنظمة القائمة 18كبيرة، من الأنظمة التقليدية التي اعتمدت على أجهزة مخصصة ومكلفة ]
[. ومنذ اعتماد التقنيات الرقمية في 16لتصوير الرقمي والمعالجة الحاسوبية الحديثة ]على تقنيات ا

هذا المجال، ظهرت تحديات عديدة، أبرزها اختلاف جودة الصور وتباين أساليب الطباعة، ما أدى 
 [.16، 7لضرورة تطوير خوارزميات أكثر ذكاءً وقابلية للتكيف مع هذه الظروف ]

  Traditional Modelsنماذج تقليدية  .3.1
في البداية، ركزت الأبحاث على أساليب تقليدية مثل استخدام خوارزميات كشف الحواف 

وضاء كبيرة في التعامل مع الض تحدياتومعالجة الصور باستخدام مرشحات بسيطة، والتي أظهرت 
ة ضوالتشويش الموجود في الصور الناتجة عن الماسحات الضوئية أو الكاميرات الرقمية منخف

[. ومع زيادة الطلب على حلول أقل تكلفة وأكثر فعالية، برزت تقنيات جديدة 13، 17، 12الجودة ]
[، 1] (CLAHE)تعتمد على المعالجة المسبقة المتقدمة، كاستخدام تقنيات تحسين التباين مثل 

(، Adaptive Thresholding( وتقنيات عتبة التكيف )Gaussian Blurوطرق الفلترة مثل )
 [.13، 1ي وفرت قدرة أكبر على معالجة الصور وتحسين دقة الكشف ]الت
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 Artificial Intelligence Modelsتقنيات التعلم الآلي نماذج  .3.2
ومع ظهور تقنيات التعلم الآلي والشبكات العصبية الاصطناعية، انتقلت الأبحاث إلى استخدام 

[. 11العلامات الضوئية ]لتحقيق أداء أفضل في كشف وتحديد  Neocognitronشبكات مثل 
وعلى الرغم من أن هذه النماذج وفرت تحسينات ملحوظة مقارنة بالطرق التقليدية، إلا أنها ظلت 

 محدودة من حيث القدرة على التعميم والتعامل مع البيئات والظروف المتنوعة.
 Deep Neural Networks Modelsنماذج شبكاتٍ عصبيةٍ عميقةٍ  .3.3

نتيجة إدخال نماذج كشف الكائنات  اً كبير  اً تقدم OMRشهد مجال في السنوات الأخيرة، 
التي برزت كحلول قوية لقدرتها  YOLOالمتقدمة القائمة على التعلم العميق، مثل عائلة نماذج 

[. ومع ذلك، أوضحت دراسات حديثة مثل دراسة 3على كشف العناصر بدقة عالية وبسرعة كبيرة ]
Mondal ( 2024وآخرين[ )هذه النماذج تواجه تحديات واضحة عند محاولة اكتشاف [، أن 3

العناصر الكبيرة مثل صناديق الإجابة، وذلك بسبب التقسيم الشبكي للصورة واعتماد هذه النماذج 
بشكل أساسي على التنبؤات المحلية لكل شبكة على حدة، مما يجعلها أقل فعالية في الحالات التي 

 [.8، 3طاق ]تتطلب معالجة سياق بصري واسع الن

( المستندة إلى Semantic Segmentationلهذا السبب، برزت نماذج التقسيم الدلالي )
[. تستفيد هذه النماذج من 9، 6(، كبديل فعال وواعد في هذا المجال ]Transformersالمحولات )

(، التي تتيح لها فهم العلاقات السياقية بين الأجزاء المختلفة Self-Attentionآلية الانتباه الذاتي )
للصورة، مما يزيد من قدرتها على تحديد المناطق ذات الاهتمام مهما كانت كبيرة أو صغيرة، مع 

، الذي أظهر SegFormer[. ومن أبرز هذه النماذج نموذج 6الحفاظ على كفاءة حسابية عالية ]
[، وتصنيف 5يم الدلالي في تطبيقات متنوعة كتصنيف الآفات الجلدية ]نتائج متقدمة في مهام التقس

 [.8، 6[، وكذلك في تطبيقات رؤية الحاسوب العامة ]2التعبيرات الوجهيّة ]

[ أن النماذج المبنية على المحولات توفر قدرات 6( ]2022وآخرين ) Khanكما بيّنت دراسة 
مقارنة  اً حواض اً عناصر الصورة، ما يمنحها تفوق فائقة على استيعاب العلاقات بعيدة المدى بين

(، التي تعتمد بشكل رئيسي على العمليات المحلية والمحدودة CNNالتقليدية ) الترشيحيةشبكات الب
 Dosovitskiyالذي قدمه  Vision Transformer (ViT)[. من ناحية أخرى، أثبت نموذج 8]
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نيف البصري المعقدة، ما شجع على توظيف [، قدرة متميزة في مهام التص9( ]2020وآخرون )
 لتعزيز قدرة الأنظمة على التعامل مع البيئات التعليمية المعقدة. OMRتقنيات مشابهة في مجال 

ة النتائج بأساليب متقدمة في معالج اً إضافة إلى تقنيات الكشف والتقسيم، اهتم الباحثون أيض
( ومقاييس تقييم متقدمة Confusion Matrix)وتقييم دقتها، وذلك باستخدام مصفوفات الارتباك 

[. وقد أكدت هذه الدراسات أهمية اختيار 4 ،15] IoUو Precision ،Recall ،F1-Scoreمثل 
مقاييس التقييم الصحيحة لتحديد مدى قدرة الأنظمة على الاستجابة لمتطلبات الواقع التعليمي بشكل 

 [.15، 4دقيق ]

لجمع بين تقنيات التعلم العميق المتقدمة مثل نماذج بناءً على ما سبق، تتضح أهمية ا
SegFormer وتقنيات المعالجة الإحصائية للصورة والإسقاط الأفقي، من أجل تطوير أنظمة ،

في استخراج صناديق الإجابة وفقاعات الخيارات من أوراق الإجابة  اً قادرة على تحقيق دقة عالية جد
ممكن من المرونة والتكيف مع الظروف الواقعية التي متعددة الخيارات، مع تحقيق أقصى قدر 

 تواجه هذه التطبيقات.
 

 مواد وطرائق البحث .4

مقاييس و  ةالمستخدمالخوارزميات والنموذج و  القسم توصيف مجموعة البياناتهذا يستعرض 
 وتفاصيل بيئة التجربة. المُعتمدةالتقييم 

 Dataset مجموعة بيانات البحثتوصيف  .1.4
، شملت نماذج متعددة لمقررات حمصبدأ العمل بجمع أوراق امتحانية حقيقية من جامعة 

واختصاصات من السنوات الأولى وحتى الخامسة. كان الهدف من تنويع البيانات هو محاكاة 
صميم شبكة تو  عدد الأسئلةو سيناريوهات حقيقية متنوعة تعكس الفوارق في التنسيق الطباعي 

 .لتظليل الجزئيالفقاعات وحالات ا

 :تم جمع الأوراق باستخدام طريقتين

 المسح الضوئي باستخدام جهاز Ricoh 5400 Auto Feeder Scanner 6400 : تصوير 
 .صورة لأوراق إجابة متعددة الخيارات

  :لأوراق إجابة متعددة  صورة 3000تصوير التصوير اليدوي باستخدام هواتف محمولة
 .ي ظروف إضاءة متنوعةوفمختلف بزوايا ميل  الخيارات
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صندوق وهو  رئيسيعدة عناصر بنيوية بالإضافة إلى  الأوراق تضمنت
 50يحوي كل صندوق على ، جابة من كل ورقةالإ اديقصنحيث يمثل   (answer_box)الإجابة

 .في عينات التدريب والتحقق لاستخدامها لاحقا لأسئلة الامتحانيةا فقاعاتيمثل  مستطيل

 
 المستخدمة خوارزمياتالنماذج وال .2.4

تضمنت منهجية البحث اعتماد مجموعة من النماذج والخوارزميات الحديثة والمتكاملة بهدف 
تحقيق دقة عالية في عملية استخراج وتحليل صناديق الإجابة وفقاعات الخيارات من أوراق الإجابة 

 اً ر ذج أو خوارزمية دو متعددة الخيارات. تم تقسيم العمل إلى مراحل متسلسلة، حيث يؤدي كل نمو 
 :ضمن إطار النظام الكلي. وفيما يلي توضيح للنماذج والخوارزميات المعتمدة اً أساسي

 للتقسيم الدلالي  SegFormer نموذج 1.2.4
، وهو أحد نماذج التقسيم الدلالي SegFormer-B0اعتمدت الدراسة على نموذج 

(Semantic Segmentation( القائمة على بنية المحولات )Transformers يتميز النموذج .)
بقدرته على استخلاص مناطق الاهتمام في الصور، وتحديد صناديق الإجابة بدقة عالية. تم تدريب 

ودالة خسارة  AdamWبكسل باستخدام خوارزمية  1024×1024النموذج على صور بحجم 
CrossEntropyLossة(.الإجابة/خلفي ، واعتمد إخراج النموذج على أقنعة ثنائية الفئة )صندوق 

 من النماذج الحديثة والفعالة في مجال التقسيم الدلالي للصور SegFormer-B0 يعد نموذج

(Semantic Segmentation)حيث يعتمد على بنية المحولات ، (Transformers)  بدلًا من
لعالية بكونه يجمع بين الدقة ا SegFormer يمتاز .(CNN) التقليدية الترشيحيةالشبكات العصبية 

طبيقات العملية للت اً في تحديد حدود الكائنات داخل الصور وبين كفاءته الحسابية، ما يجعله مناسب
 .واسعة النطاق مثل استخراج مناطق الإجابة من أوراق الامتحانات

 النموذجبنية  1.1.2.4
على تصميم هرمي متعدد المستويات، حيث يتم استخراج التمثيلات  SegFormer يعتمد

مخصصة، ما  Attention الصورة عبر مراحل متعددة. تستخدم كل مرحلة آليةالمميزة من 
يسمح للنموذج بفهم العلاقات السياقية بين الأجزاء المختلفة من الصورة على المدى البعيد 

 التي تعتمد على نطاق استقبال محلي محدود CNN . على عكس شبكاتاً والقصير مع
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(receptive field)تتيح بنية ، Transformers  للنموذج استيعاب بنية الصورة بالكامل
 [.7، 6]ة وفهم حدود الكائنات الكبيرة والصغيرة بنفس الكفاء

 SegFormer مميزات 2.1.2.4

 في تحديد مناطق الاهتمام حتى في اً يحقق النموذج أداءً متفوق م:دقة عالية في التقسي
 .ظل اختلاف الإضاءة أو جودة الطباعة

 من حيث عدد المعاملات الحسابية اً تصميم النموذج ليكون خفيفتم : كفاءة حسابية

(Parameters)مما يسمح بتدريبه وتشغيله بكفاءة حتى على موارد عتادية محدودة ،. 

 مثل قادر على معالجة واكتشاف العناصر البنيوية الكبيرة :مرونة مع اختلاف أبعاد الكائنات

answer box ،وهو ما يمثل نقطة قوة مقارنة بنماذج والعناصر الصغيرة بنفس الدقة YOLO 

 [7 ,6].  التقليدية CNN نماذج أو

أظهر النموذج قدرة على التكيف مع صور متنوعة المصدر، سواء كانت : قابلية التعميم
 .أو ملتقطة بكاميرا محمولة، دون الحاجة لتعديلات جوهرية على البنية اً ممسوحة ضوئي

 :في البحث الاستخدامآلية  3.1.2.4

، حيث اعتبر اً على مجموعة بيانات موسومة يدوي SegFormer-B0تدريب نموذج  تم
كل بكسل في الصورة إما ينتمي إلى فئة "صندوق الإجابة" أو "الخلفية". تم توحيد حجم جميع 

كخوارزمية تحسين، بينما  AdamWبكسل، واستخدمت خوارزمية  1024×1024الصور إلى 
 لاحتساب الخسارة. CrossEntropyLossتم اعتماد دالة 

بعد التدريب، تمكن النموذج من توليد قناع دلالي ثنائي الفئة بدقة شبه تامة، بحيث تمثل 
 .لعمليات التقسيم والتحليل اللاحقة اً المنطقة المصنفة كصندوق إجابة أساس

 سبب اختيار النموذج 4.1.2.4

لما يوفره من توازن بين الأداء والكفاءة الحسابية، ولأن  اً تحديد SegFormer تم اختيار
بنيته المبنية على المحولات تمنحه ميزة استثنائية في استيعاب السياق العام للصورة، الأمر 

ما تفشل في اكتشاف أو تحديد العناصر  اً التي غالب YOLO الذي يتفوق فيه على نماذج مثل
 اً مثالي اً خيار  SegFormer الصورة. وبذلك شكلالكبيرة التي تغطي مساحات واسعة من 
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في منظومة معالجة وتصحيح أوراق الإجابة كمرحلة ثانية بعد استخراج العناصر البنيوية 
 .متعددة الخيارات

 خوارزمية الإسقاط الأفقي والتقسيم الصفّي 2.2.4
حليل ( وتHorizontal Projectionتم تطوير خوارزمية متكيفة تعتمد على الإسقاط الأفقي )

( لتحديد وفصل صفوف الأسئلة داخل صندوق Red Channel Analysisالقناة الحمراء )
ات ، وتطبيق عتباً الإجابة. تعتمد هذه الخوارزمية على حساب إسقاط كثافة البكسلات عمودي

( لضمان استمرارية Fallbackديناميكية لتحديد مواضع الصفوف بدقة، مع دعم آلية احتياطية )
 ال عدم وضوح المؤشرات.الأداء في ح

ستخراج اعلى سلسلة خطوات دقيقة لضمان الإسقاط الأفقي والتقسيم الصفّي تعتمد خوارزمية 
المستطيلات على شكل صناديق يمثل كل صندوق منها سؤال يحوي على فقاعات الإجابة مبينة 

 :1في الخوارزمية 
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 الصفّيخوارزمية الإسقاط الأفقي والتقسيم  – 1 الخوارزمية 
 .والمعالجة المبدئية بعد القص (answer box) صورة صندوق الإجابة :المدخلات —

 Q50.png إلى Q01.png صور منفصلة لكل سطر أسئلة :المخرجات —

 بداية الخوارزمية .1

 (Preprocessing) تحسين الصورة .2
o تحويل الصورة إلى تدرج رمادي. 

o تطبيق CLAHE لتحسين التباين. 

o تطبيق Gaussian Blur لإزالة التشويش. 

o تطبيق Adaptive Thresholding ود الفقاعات وتوضيح التباينلاستخراج حد. 

 (Horizontal Projection) إسقاط الخطوط .3
o جمع القيم عبر كل صف (axis=1) لإسقاط الصورة إلى بعُد واحد. 

o توليد ملف إسقاط أفقي يوضح توزيع الكثافة السوداء (intensity) في الصفوف. 

 (Dynamic Thresholding) اكتشاف الخطوط الأفقية الفاصلة .4
o بة الديناميكيةحساب العت: 

 threshold = mean + 0.8 * std  للإسقاط. 

  تجريبياً لانه يجب ان يحقق الحد الفاصل بين كل سؤال والذي يليه  0.8تم أخذ العتبة

 . answer boxمن العرض الكلي الخاص بكل  %80أكثر من 

o تحديد المؤشرات ذات الكثافة العالية، والتي تمثل الفواصل بين الأسطر. 

 (Row Region Detection) استخراج مستطيلات الأسطر .5
o  بيكسل( لتكوين حدود كل سطر 5دمج المؤشرات القريبة )بفارق أقل من (y1, y2). 

o اعتبار كل زوج (y1, y2) يمثل بداية ونهاية سطر أسئلة. 

 (Fallback Row Splitting) معالجة الحالات الخاصة .6
o  حسطرًا بوضو 51أو  50إذا لم يتم اكتشاف: 

 تفعيل الوضع الاحتياطي (fallback):  ًتقسيم الصورة إلى ارتفاعات متساوية بناء

 .على عدد الأسطر المتوقع

 Red Edge) الحواف الحمراءباستخدام  fallback تحسين تقطيع .7

Refinement) 
o في الوضع الاحتياطي فقط، استخدام Red Projection  فرق القناة الحمراء عن(

 .بدقة لكل سطر y2 المتوسط( لتعديل

o تحسين دقة نهاية كل سطر وتجنب التداخل. 

 (Row Cropping and Saving) تقطيع الأسطر وحفظها .8
o قص كل سطر من الصورة الأصلية باستخدام الإحداثيات (y1, y2). 

o حفظ كل سطر كصورة منفصلة بالترتيب (Q01.png, Q02.png, ... Q50.png). 

 (Debug Visualization) التحقق البصري .9
o  )عرض مراحل التقطيع )الصورة الأصلية، الرمادية، المعالجة، الإسقاط الأحمر

 .matplotlib باستخدام

o حفظ هذه النتائج للمراجعة اليدوية. 

 إرجاع النتائج .10
o صور الأسطر المقسمة جاهزة للمعالجة اللاحقة. 

 نهاية الخوارزمية .11
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 DBSCANاكتشاف الفقاعات خوارزمية  3.2.4
 DBSCANبعد تقسيم الصندوق إلى صفوف، استُخدمت خوارزمية التجميع المكاني ت

(Density-Based Spatial Clustering of Applications with Noise)  لاكتشاف مواقع
الفقاعات  صلالفقاعات الفردية ضمن كل صف. تتيح هذه الخوارزمية تجميع النقاط القريبة وف

ف يرفع من موثوقية النتائج في ظرو  عن الضوضاء أو العلامات غير المقصودة، مما اً المظللة فعلي
 الطباعة أو التصوير غير المثالية.

الإجابة  استخراج فقاعاتعلى سلسلة خطوات دقيقة لضمان اكتشاف الفقاعات  تعتمد خوارزمية
 :2جابة مبينة في الخوارزمية على شكل صناديق يمثل كل صندوق منها فقاعة إ
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 DBSCANخوارزمية اكتشاف الفقاعات  – 2 الخوارزمية 

 
 النتائج ومناقشتهاالتجارب و  .5

 بيئة التجريب .1.5
وفر والذي بدوره ، Google Colab Pro بيئة ضمن اذج واختبارهاتم تنفيذ عملية تدريب النم

ة المستخدمة تضمنت البيئة التقني ،دقة عاليةبإمكانيات مناسبة للتعامل مع النماذج العميقة والبيانات 
( threadsخيط معالجة ) 12( مع cores 6سداسية النوى ) Intel Xeonوحدة معالجة مركزية 

 .صورة سطر سؤال مفرد )بعد التقسيم الصفيّ( :المدخلات —

  A ،B ،C ،D ،E خمس صور منفصلة تمثل الفقاعات :المخرجات —

 بداية الخوارزمية .1

 (Preprocessing) التحضير والمعالجة المسبقة .2

o قص منطقة الاهتمام (ROI)  غير الضروريةمن صورة السطر للتخلص من الحواف. 

o  أعمدة متساوية، بحيث يمثل كل عمود موضع فقاعة إجابة  5تقسيم منطقة الإجابة إلى

 .واحدة

o تعزيز إشارة التظليل داخل كل عمود عن طريق حساب القناة الحمراء المعكوسة 

( 255 - R  )لزيادة تباين الفقاعات المظللة. 

 (Visual Processing) المعالجة البصرية .3

o تطبيق Gaussian Blur على كل عمود لتقليل التشويش الضوئي. 

o تطبيق Adaptive Thresholding  لعزل الفقاعات عن الخلفية بشكل تكيفّي مع تغير

 .الإضاءة والطباعة

o تطبيق Morphological Closing  لتوحيد الأجزاء المفتوحة وإغلاق الفجوات

 .الصغيرة في الفقاعات

 (Contours Detection) اكتشاف الفقاعات .4

o استخراج جميع الكنتورات (Contours) داخل كل عمود. 

o  تم استخراج الكنتورات باستخدام خوارزميةDBSCAN   5الموضحة في الخطوة. 

o فلترة الكنتورات بناءً على معايير الحجم (Area) والنسبة البعُدية (Aspect Ratio) ،

 .لاستبعاد الضجيج والعناصر غير المنطقية

 DBSCAN (Bubble Clustering) تجميع باستخدام .5

o حساب مركز كل فقاعة (Center Point) في العمود. 

o تطبيق خوارزمية DBSCAN  لتجميع المراكز القريبة ضمن نفس الفقاعة، دون الحاجة

 .لتحديد عدد الفقاعات مسبقًا

o  محاطة كمجموعة مرشحة تمثل الفقاعة الفعلية في هذا تحديد المجموعة ذات أكبر مساحة

 .العمود

 :(Precise Bubble Extraction) استخراج الفقاعة بدقة .6

o حساب المستطيل المحيط (Bounding Box) حول المجموعة المختارة من نقاط 

DBSCAN. 

o قص صورة الفقاعة بدقة من العمود، وحفظها في ملف منفصل مع تسمية واضحة (A, B, 

C, D, E). 

 :(Debug Visualization) التحقق البصري .7

o  رسم مستطيل حول كل فقاعة مكتشفة على صورة السطر الأصلية مع وضع الحرف

 .(A-E) المقابل

o حفظ الصورة الناتجة ضمن مجلد Debug للمراجعة اليدوية والتدقيق البصري. 

 :إرجاع النتائج .8

o صور الفقاعات الخمسة (A-E) تصنيف اللاحقجاهزة للمعالجة أو ال. 

 نهاية الخوارزمية .9
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جيجاهرتز، مما أتاح معالجة متوازية فعالة خلال تحميل البيانات والتدريب. كما تم  2.2بسرعة 
ي تسريع عمليات التخزين ساهم ف مما( RAMجيجابايت من الذاكرة العشوائية ) 83.5تخصيص 

 المؤقت وتخفيض معدلات التباطؤ الناتجة عن نقص الذاكرة أثناء التدريب.

ذات  NVIDIA A100( فقد تم استخدام بطاقة GPUأما فيما يخص وحدة المعالجة الرسومية )
من أقوى بطاقات المعالجة المخصصة  تعتبرجيجابايت، والتي  40بسعة  HBM2ذاكرة من نوع 

مع الصور الكبيرة ومعالجة المهام المتعددة. ساهمت هذه  اصةنماذج التعلم العميق، وخلتدريب 
ميع مراحل مما سمح بتحقيق كفاءة حسابية عالية أثناء تنفيذ ج البيئة في تسريع التدريب بشكل كبير

 ضبط النموذج وتقييمه.
 دا الأ مقاييس تقييم .2.5

ماد الورقة الامتحانية، تم اعت بنيوية فيعناصر كشف  على المدربة ذجالقياس فعالية النم
مجموعة من المعايير المعروفة في مجال الرؤية الحاسوبية والتي تُمثل الأساس في تقييم نماذج 

 :. شملت هذه المقاييسالأشياءالتعرف على 

 (Confusion Matrix) مصفوفة الالتباس (1
 :[19] بع حالات رئيسيةأر  ضمنالنموذج اكتشاف نتائج  لعرضتُستخدم مصفوفة الالتباس 

 TP (True Positive)بشكل صحيح. العنصرالنموذج  : اكتشف 
 TN (True Negative)غير موجود. وكان فعلاً العنصر النموذج  : لم يكتشف 
 FP (False Positive)لم يكن موجود. عنصرالنموذج  : اكتشف 
 FN (False Negative)بالفعل. كان موجود العنصر رغم أنهالنموذج  : لم يكتشف 
 (IoU - Intersection over Unionالتقاطع على الاجتماع ) (2

لى ند استخدم نماذج التعرف ععظهر تحديد موقع العناصر بأفضل دقة ممكنة كمهمة رئيسية 
المربع المحيط  يمثلسود أحدهما باللون الأصندوقين محاطين  وجود 3 الشكليوضح . الأشياء

 ، نلاحظتنبؤ نموذج الكشفبيض يمثل ناتج الآخر باللون الأو ، للعنصر بقاعدة الحقائق الأساسية
قة تطابقهما كنتيجة د أو سوء تطابقلذلك نحتاج إلى قياس مدى  بشكل تامأنهما لا يتداخلان 

بقسمة مساحة تقاطع  IoUالتقاطع على الاجتماع  حساب لذا يتم اكتشاف حدود العنصر،
كلما  لأفض، ويتم اعتبار التعرف الشكلفي  الصندوقين على مساحة اجتماعهما كما هو موضح
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 (0.5عتبة محددة )مثل  IoU ويتم اعتبار التوقع جيد عندما تتجاوز قيمة ،1من  IoU اقتربت قيمة
[19]: 

 

  [19] (IoUالتقاطع على الاجتماع )علاقة  – 1الشكل 

  (mean Average Precision – mAP) متوسط الدقة (3

من أكثر مؤشرات الأداء  mAP مقياس يُعد عن الأشياء نماذج الكشف جودةتقييم عند 
، يقيس متوسط دقة التوقعات عبر جميع الفئات بناءً على مدى تطابق الصناديق المتوقعة استخداماً 

مع الصناديق الحقيقية ضمن مستويات مختلفة من التداخل الهندسي. تم في هذه الدراسة استخدام 
  [19,15]:معيارين رئيسيين

 mAP@0.5 :  يتم اعتبار التوقع صحيح عندما يكون تقاطع المساحة بين الصندوق المتوقع
 .0.5 ≤ (IoU) والحقيقي

 mAP@0.5:0.95: وهو متوسط الدقة عند عشر عتبات مختلفة من IoU  إلى  0.5)من
  .لقياس دقة التحديد صرامةكثر الأمقياس ال تبرويُع ،(0.05بفواصل  0.95

 : [19,15](1) العلاقة فئة وفق nمن أجل  mAP الكلييمكن حساب متوسط الدقة 

mAP =
∑ 𝐴𝑃𝑖

𝑛
𝑖=0

𝑛
 

، وتقيس قدرة النموذج على اكتشاف الإيجابيات الحقيقية iمتوسط الدقة للفئة  APأن  حيث
(TP( من بين جميع التوقعات الإيجابية )TP+FP( لها وتحسب وفق العلاقة )2:) 

𝐴𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
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 مقاييس أخرى (4
والاستدعاء  Precisionوالإحكام  Accuracyعدد من المقاييس وهي: الدقة  أيضاً  يستخدم البحث

Recall 1ومقياس إف F1-Score[15] . تُحسب هذه المقاييس وفق المعادلات التالية: 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
=  الدقة

   

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
=  الإحكام

   

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=  الاستدعاء
   

 

2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
=  مقياس إف1

   

 تقسيم مجموعة البيانات .3.5
صورة تضم أوراق الإجابة التي سميت في مرحلة  300المكونة من  مجموعة البيانات تم تقسيم

وذج باستخدام نم صورة تم تسميتها بشكل شبه آلي 100منها بشكل يدوي و 200تحضير البيانات )
من مجموعة البيانات  Training (70%إلى ثلاث مجموعات وهي مجموعة التدريب  (مدرب مسبقاً 

 .Testing (15%)( ومجموعة الاختبار 15%) Validationالكلية( ومجموعة التحقق 
 SegFormer لنموذج الضبط الدقيق .4.5

في مهمة التقسيم الدلالي بعناية لضمان أداء عالٍ  SegFormer-B0 م ضبط نموذجت لتحقيق
 :لصناديق الإجابة. يوضح الجدول التالي أهم إعدادات ومعايير التدريب، مع شرح موجز لكل منها
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 SegFormerتدريب نموذج إعدادات – 1 الجدول

 المكوّن / المعامل القيمة الشرح

نموذج تقسيم دلالي حديث يعتمد 

 على بنية المحولات

(Transformers) 

SegFormer-B0 

(Transformers) 

 النموذج المستخدم

تقسيم الصورة إلى مناطق دلالية 

 )صندوق إجابة/خلفية(

Semantic 

Segmentation 

 نوع التعلم

 عدد الفئات 2 صندوق إجابة 1خلفية،  0 

توحيد أبعاد جميع الصور لتسهيل 

 التدريب والمعالجة

 حجم الصورة 1024 × 1024

كان  صورة لكل بكسل تحدد ما إذا

 ينتمي للصندوق أم الخلفية

 نوع الإخراج قناع ثنائي الفئة

مناسب  Adam إصدار محسّن من

 Transformers لنماذج

AdamW المحسّن 

تقيس الخطأ في تصنيف كل بكسل 

 داخل القناع

CrossEntropyLoss دالة الخسارة 

عدد مرات مرور النموذج على 

 مجموعة البيانات كاملة

 (Epochs) عدد الدورات 50

عدد الصور التي تسُتخدم في كل 

 خطوة تدريبية واحدة

 (Batch Size) حجم الدفعة 8

 
 المدرب SegFormer أدا  نموذجنتائج  .5.5

 30المدرب على مجموعة اختبار تتألف من  SegFormerتم تقييم أداء النموذج النهائي 
 وجود الميلان.و صورة تنوعت من حيث جودة التصوير 

 الإجمالي للنموذجالأدا   1.5.5
 أدناه: 5 في جميع المقاييس كما هو موضح في الجدول ميزأظهرت النتائج أداء م

 ورقة 300على  SegFormerالأداء الإجمالي  نتائج اختبار– 2 الجدول

 المقياس القيمة

0.9977 Accuracy 

0.9970 Precision 
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 المقياس القيمة

0.9961 Recall 

0.9965 F1 Score 

0.9931 IoU (Jaccard) 

 
بحيث يبين الشكل  على ثلاث صور نتائج الكشف 2توضح الصور التالية المبينة في الشكل 

تج من توقع انالالقناع الخاص اضمن تسمية البيانات وبجانبه القناع الصورة الاصلية وبجانبها 
لصندوقي الإجابة في كل ، وأظهرت الصور المخرجة دقة تحديد ممتازة SegFormerالنموذج 

 :ورقة
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  SegFormerنموذج الكشف  لنتائج اختبار أداءتوضيحية  صور – 2الشكل 

بحيث يبين الشكل  على ثلاث صور نتائج الكشف 3وتوضح الصور التالية المبينة في الشكل 
القناع الذي نتج عن النموذج بالإضافة الى الجزء المقتطع من الصورة الصورة الاصلية وبجانبها 
 :الثالث باللون الأخضر في القسم
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النموذج على الصور ويظهر القسم المقتطع  لنتائج اختبار أداءتوضيحية  صور – 3الشكل 

 بالأخضر

صناديق إجابة مقتطعة من اثنتين والذي يظهر أربع  4وتوضح الصور التالية المبينة في الشكل 
 من الصور الأصلية:

 
 



 سلسلة العلوم الهندسية الميكانيكية والكهربائية والمعلوماتية   مجلة جامعة حمص      
 م. محمد أحمد علي       د.اليدا إسبر        د.سهيل الحمود           2025عام   7العدد   47المجلد 

 

55 

    
 الإجابة المقتطعة من الصور الأصليةلنتائج صناديق توضيحية  صور – 4الشكل 

 الإسقاط الأفقي والتقسيم الصفّي تطبيق خوارزمية نتائج .6.5

أظهرت خوارزمية الإسقاط الأفقي والتقسيم الصفّي فعالية عالية في فصل صندوق الإجابة إلى 
صفوف أسئلة بشكل دقيق وموثوق. نجحت الخوارزمية في تحديد معظم الحدود الفاصلة بين 

 fallback تى في حالات اختلاف الطباعة أو وجود ضجيج بصري، كما أن آليةالصفوف ح

ضمنت استمرار عملية التقطيع بشكل صحيح في الحالات الصعبة. أدى ذلك إلى تحقيق معدل 
الفقاعات  عمليات اكتشاف اً دقة مرتفع في استخراج صفوف الأسئلة بشكل مستقل، مما سهّل لاحق

  .جودة البيانات المدخلة للمراحل اللاحقة من النظاموتصنيفها، وساهم في تحسين 
 3صناديق أسئلة وآخر  3إظهار اقتطاع أول  5في الشكل  توضح المخرجات المعروضة

 صناديق الإجابة الخاصة بعدة أوراق امتحانيةصناديق أسئلة من صور 
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 والتقسيم الصفّي الإسقاط الأفقيخوارزمية تطبيق نتائج لصور توضيحية   – 5الشكل 

إظهار الصناديق الخاصة بكل الأسئلة مرسومة  6في الشكل  توضح المخرجات المعروضة
 صناديق الإجابة الخاصة بعدة أوراق امتحانيةبشكل كامل على صور 
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لى ع الإسقاط الأفقي والتقسيم الصفّيخوارزمية تطبيق نتائج لصور توضيحية   – 6الشكل 
 الصور الخاصة بصناديق الإجابة كاملة

 DBSCANاكتشاف الفقاعات خوارزمية تطبيق نتائج  .7.5

فعالية كبيرة في اكتشاف وتحديد مواقع الفقاعات داخل كل صف  DBSCAN أثبتت خوارزمية
من صفوف الإجابة، حتى في ظل وجود تداخل أو تشويش ناتج عن اختلاف الطباعة أو جودة 

حت الخوارزمية في تجميع المراكز الحقيقية للفقاعات وفصلها عن العلامات المسح الضوئي. نج
الوهمية أو الضجيج، ما أدى إلى رفع دقة التقطيع واستخلاص الفقاعات بشكل مستقل وواضح. 

في ضبط حدود الفقاعات بدقة عالية بغض النظر عن شكلها أو تباين الإضاءة داخل  كما ساعدت
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كما  ،صور فقاعات جاهزة لمرحلة التصنيف الآلي بدقة وموثوقية عالية العمود، وساهمت في إنتاج
 .7ة المرفقة في الشكل في الصور  هو مبين

 

  

  

  

  

  

  

  

  

  

 DBSCANنتائج تطبيق خوارزمية اكتشاف الفقاعات لصور توضيحية  – 7الشكل 

صور الفقاعات الناتجة التي سيتم تمريرها لاحقاً الى المصنف الذي سوف يصنف  8ويبين الشكل 
 فارغة(  –مملوءة  –صفوف )مشطوبة  3كل صورة فقاعة ضمن 

 
 صفوف 3للفقاعات الناتجة ضمن صور  – 8الشكل 

 الاستنتاجات والتوصيات .6

 نموذج ا  سيم الدلالي، وتحديدأظهرت نتائج هذه الدراسة أن توظيف النماذج الحديثة للتق
SegFormer-B0ي ف ا  ، يشكل نقلة نوعية في معالجة أوراق الإجابة متعددة الخيارات، خصوص

المهام المتعلقة باستخراج صناديق الإجابة بدقة عالية بغض النظر عن اختلاف جودة الطباعة أو 

النظام من تحقيق عزل شبه مكن  SegFormer ظروف التصوير. لقد بينت التجارب أن استخدام

 .لبقية مراحل التحليل والتقطيع اللاحقة ا  ودقيق ا  قوي ا  تام لصندوق الإجابة، مما وفّر أساس

كما أثبتت خوارزمية الإسقاط الأفقي والتقسيم الصفّي فاعليتها في تقسيم صندوق الإجابة إلى 

الطباعية، مستفيدة من صفوف متجانسة حتى في حالات وجود ضجيج أو عدم وضوح الحدود 
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من مرونة النظام،  fallback آليات التكيف والحسابات الإحصائية الديناميكية. وعززت آلية

حيث ضمنت استمرارية التقطيع وجودته في الحالات الاستثنائية، مما ساعد على توليد بيانات 

 .منظمة وموثوقة لمرحلة اكتشاف الفقاعات

قدرة كبيرة على تجميع  DBSCAN فقد أظهرت خوارزمية أما على مستوى اكتشاف الفقاعات،

مراكز الفقاعات الحقيقية وفصلها عن الضجيج أو العلامات غير المقصودة، حتى في الصور 

منخفضة الجودة أو ذات التباين الضوئي الحاد. وكنتيجة لذلك، أمكن استخراج الفقاعات الفردية 

 .دون الحاجة لتدخل يدوي أو تصحيحات لاحقةبشكل دقيق، مما مهّد لمرحلة التصنيف الآلي 

 :من هذه النتائج، توصي الدراسة بما يلي ا  انطلاق

 مثل اعتماد نهج التقسيم الدلالي المدعوم بالمحولات SegFormer  كخيار أولي في

لمرونته وقابليته  ا  داخل أوراق الإجابة، نظرالكبيرة مهام فصل العناصر البنيوية 

 .بيانات جديدة العالية للتعميم على

 ة مع دمج مؤشرات إضافي الاستمرار في تطوير خوارزميات الإسقاط والتقسيم التكيفي

من القنوات اللونية أو أساليب تعزيز التباين لضمان دقة أكبر في أصعب 

 .السيناريوهات

 توظيف خوارزميات التجميع الذكي مثل DBSCAN  ،كأداة موثوقة في فصل الفقاعات

 .اق التي تعاني من ضجيج بصري أو تظليل غير منتظمفي الأور ا  خصوص

 تغطي مختلف ظروف  توسيع نطاق التقييم ليشمل مجموعات بيانات أكبر ومتنوعة

التصوير والطباعة، من أجل تعزيز ثقة المجتمع البحثي بتعميم النظام واقتراحه كحل 

 .قياسي في المؤسسات التعليمية

 يدعم مخرجات النظام بواجهات تحقق بصر (Debug Visualization)  تتيح

للمستخدم النهائي مراجعة النتائج وتدقيقها بسهولة، ما يرفع من موثوقية وأمان النظام 

 .في بيئة العمل الفعلي
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