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‘Using Neural Networks to Restore Databases
by Estimating Inputs Based on Output Values
with the Least Possible Error

Fatima Shallaf*

Abstract

In this research, we predict missing values or uncertainty values for one or more independent
variables of the study and thus restore the database, by training a feed-forward neural
network and using the Levenberg-Marquardt algorithm, which is a development of the
traditional backpropagation algorithm used in training forward neural networks. By deleting
some values from one or more independent variables and then predicting them through the
proposed algorithm in this research, depending on the lower and upper values of the
independent variable whose missing values are to be predicted, where the variable field was
divided into cut-off points up to (n) points or more as desired accurately The results (we can
divide the field into 1000 and more than the cut-off points) and then these values are
considered as inputs to the neural network after training it with the rest of the independent
variables that do not contain missing values when viewing these points. A corresponding
output is obtained for each cut-off point and after calculating the minimum value of the
difference between The true value of the target and the output of the network. The cut-off
point that gives the lowest value for this difference is chosen, and it is a highly accurate
estimate of the missing value. The prediction accuracy reached 0.99

Keywords: Neural networks, backpropagation algorithm, Levenberg algorithm,
missing values, independent variable.
*Teacher, Dept. of Mathematical Statistics, Faculty of Science, Homs University.
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