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 .حمصامعة ج -كلية العلوم -قسم الإحصاء الرياضي -*مدرس

 الملخص
قمنا في هذا البحث بتقدير القيم المفقودة أو القيم الارتيابية لمتغير مستتتتتتتتقل شدخل الشتتتتتتتبكة 

ب شتتتتتتبكة تدري مر خلالالعصتتتتتتبونيةك أو أكمر مر متغيرات الدراستتتتتتة وبالتالي ترميم قا،دة البيانات، 
والتي تعد تطويراً   Levenberg-Marquardtخوارزمية ،صتتتتتتتتتتتتتبونية أمامية التغذية وباستتتتتتتتتتتتتتخدام  

لخوارزمية الانتشتتتتار العكستتتتي التقليدية المستتتتتخدمة في تدريب الشتتتتبكات العصتتتتبونية ا مامية، حيث 
ة المقترحة زميقمنا بحذف بعض القيم مر متغير مستقل أو أكمر ومر مم التنبؤ بها مر خلال الخوار 

في هذا البحث وذلك ا،تماداً ،لى القيمة الدنيا والعليا للمتغير المستتتتتتتتتقل المراد التنبؤ بقيمد المفقودة  
ك نقطة أو أكمر حسب الرغبة بدقة النتائج nحيث تم تقسيم مجال المتغير الى نقاط قطع تصل الىش

م تعتبر هذه القيم مداخل للشتتتتتتتتبكة وأكمر مر نقاط القطعك ومر م 1000شيمكننا تقستتتتتتتتيم المجال الى 
العصتتتتتبونية بعد تدريبها مع بقية المتغيرات المستتتتتتقلة التي لا تحوق قيماً مفقودة ،ند هذه المشتتتتتاهدة 
هذه النقاط ويتم الحصتتتتتتتتتتتول ،لى خر  مقابل لكل نقطة قطع وبعد حستتتتتتتتتتتاب القيمة الدنيا للفر  بير 

تكور القطع التي تعطي اقل قيمة لهذا الفر  و القيمة الحقيقية للهدف وخر  الشتتتتتبكة تم اختيار نقطة 
 .0.99هي تقديراً ذو دقة ،الية للقيمة المفقودة. وقد وصلت دقة التنبؤ الى 
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Abstract 

In this research, we predict missing values or uncertainty values for one or more independent 

variables of the study and thus restore the database, by training a feed-forward neural 

network and using the Levenberg-Marquardt algorithm, which is a development of the 

traditional backpropagation algorithm used in training forward neural networks. By deleting 

some values from one or more independent variables and then predicting them through the 

proposed algorithm in this research, depending on the lower and upper values of the 

independent variable whose missing values are to be predicted, where the variable field was 

divided into cut-off points up to (n) points or more as desired accurately The results (we can 

divide the field into 1000 and more than the cut-off points) and then these values are 

considered as inputs to the neural network after training it with the rest of the independent 

variables that do not contain missing values when viewing these points. A corresponding 

output is obtained for each cut-off point and after calculating the minimum value of the 

difference between The true value of the target and the output of the network. The cut-off 

point that gives the lowest value for this difference is chosen, and it is a highly accurate 

estimate of the missing value. The prediction accuracy reached 0.99 
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 مقدمة: (1
يبقى المتغير التابع هو المتغير الذق يهتم فيد الإحصتتتتتائيور للتنبؤ بقيمد ومر 

أو متعددة خطية أو غير هذا الاهتمام نشتتتتتتتتتات نماذ  الانحدار ستتتتتتتتتواء كانت بستتتتتتتتتيطة 
خطية وجميعها معتمد ،لى العلاقة التابعية شالارتباطيةك بير المتغير التابع والمتغيرات 
المستقلة، أما التنبؤ بقيم المتغير المستقل بقيت حتى الآر مستقلة معتمدة فقط ،لى قيم 

عل هذا جالمتغير المستتتتتتتقل نفستتتتتتد فبنيت نماذ  انحدار ذاتي وغيرها مر النماذ  التي ت
 المتغير مستقل يعتمد ،لى نفسد فقط،

حتى قمنا بهذا البحث الذق يعتمد ،لى تطوير استتتتتتعمال الشتتتتتبكة العصتتتتتبونية 
لتُستتتتتعمل مر خلال الخوارزمية المقترحة ،لى التنبؤ بقيم المتغيرات المستتتتتقلة المفقودة، 

مة ضرورية ت مهالتي تظهر في البيانارميم القيم المفقودة سلامة البيانات وتوذلك  ر 
 لسلامة النتائج والاستنتاجات في تحليل المعطيات.

 :أهمية البحث (2

اهتمت ا بحاث بنمذجة البيانات المدروستتة مر أجل استتتخدام النماذ  للتنبؤ بالقيم 
المستتتتقبلية أو ترميم قيم المتغير التابع وذلك باستتتتخدام نماذ  الانحدار التقليدية أو 

الشبكات العصبونية ولكر لم يتم استخدام أق مر هذه النماذ  للتنبؤ بقيم  مباستخدا
لى اقتراح ،المتغير المستتتتتتتقل ليعطي دقة ،الية في التنبؤ بقيمد، لذا ا،تمد البحث 

مر و  خوارزمية جديدة تعتمد ،لى تدريب شتتبكة العصتتبونية شبناء النموذ  التنبؤقك،
قدير أحد ا دوات المسا،دة في تهذه الطريقة  جعلمم تقدير القيم المفقودة وبالتالي 

 .المعطيات المفقودة
 الهدف من البحث:

قدة لإيجاد العلاقة المع تدريب الشتتتتتتبكات العصتتتتتتبونية أهم خوارزميات التعرّف ،لى -1
 .بير المداخل والمخار  والتي لا يمكر نمذجتها باساليب الانحدار

للمتغيرات المستتتتتتتتتتتقلة شمداخل الشتتتتتتتتتتبكة  اقتراح أستتتتتتتتتتلوب جديد لتقدير القيم المفقودة -2
 العصبونيةك.
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 قياس دقة التقدير للقيم المفقودة با سلوب المقترح. -3

 Artificial Neural Networks:[1] الشبكات العصبونية الاصطناعية (3

[2][3] 
تُعد الشتتتتتتتتتبكات العصتتتتتتتتتبونية الاصتتتتتتتتتطنا،ية تمميلًا لطريقة ،مل الجهاز العصتتتتتتتتتبي في 

اكتشتتتتتتتتتتتتتتاف قابليتها للتعلم والتذكر والقدرة ،لى التمييز واتخاذ الكائنات الحية. حيث تم 
القرارات مر قبل العلماء. تتالف هذه الشتتتتتتتتتتتتتبكات مر مجمو،ة مر الوحدات المعالجة 

مر الإشارات بير العصبونات مر خلال خطوط الاتصال، تُسمى بالعصبونات، حيث ت  
ل هتتذه ا وزار مع ويتم تعيير وزر معير شقيمتتة ،تتدديتتةك لكتتل خط اتصتتتتتتتتتتتتتتتال. وتتفتتا،تت

 .الإشارات الواردة إلى العصبور

وتتضمر مكونات الشبكة العصبونية الاصطنا،ية مجمو،ة مر العصبونات التي تكور 
متصتتلة ببعضتتها ،بر روابط، ويتم تعيير قيم وزر لكل رابط وهذه القيم تؤمر ،لى كيفية 

صتتتتتتتبور لى كل ،تفعيل ، تابعاستتتتتتتتجابة العصتتتتتتتبونات ل.شتتتتتتتارات الواردة. ويتم تطبي  
ت التفعيل والطر  المستتتتتتتتخدمة في الشتتتتتتتبكا توابعلتحديد الإشتتتتتتتارة الناتجة ،ند. تختلف 

 .العصبونية الاصطنا،ية وفقًا للغرض والتطبي 

باستتتتتتتخدام هذه البنية، يمكر للشتتتتتتبكات العصتتتتتتبونية الاصتتتتتتطنا،ية تعلم تمميلات معقدة 
لشتتتتتتبكات خيص. تُعتبر هذه اللبيانات واستتتتتتتخدامها لمهام ممل التصتتتتتتنيف والتنبؤ والتشتتتتتت

مكونًا أستتتتتتاستتتتتتيًا في مجالات متعددة ممل التعلم العمي  ومعالجة اللغة الطبيعية والرؤية 
 .الحاسوبية والذكاء الاصطنا،ي بشكل ،ام

 :[4]الشبكة العصبونية الاصطنا،ية مؤلفة مر ا قسام التالية وبالتالي ستكور

التي تستتتتتتتتتتقبل إشتتتتتتتتتارات الدخل مر : هي طبقة الخلايا input layerطبقة الدخل   -1
 الوسط الخارجي

إلى  القرار النهتتتائي: هي طبقتتتة الخلايتتتا التي تعطي output layerطبقتتتة الخر   -2
 الوسط الخارجي.
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: هي طبقة شطبقات ك الخلايا التي تقع بير طبقتي hidden layerالطبقة المخفية  -3
 وجودة في الشتتتتتتتتتتتتتبكة، ،لما أنها تكور غير مالدخل والخر  وتقوم بعملية المعالجة

العصتتتتتتتتتبونية البستتتتتتتتتيطة التي تكور مؤلفة مر طبقة فقط شالمدخلات وطبقة الخر ك 
  كما في الشكل التالي

 
 شبكة عصبونية بسيطة وحيدة الطبقة. (1)الشكل 

أما في الشبكات العصبونية متعددة الطبقات يكور هناك طبقة مخفية واحدة أو أكمر مر 
  طبقة مخفية كما في الشكل التالي:

 
 شبكة عصبونية متعددة الطبقات. (2)الشكل

ويتم تحديد ،دد المداخل و،دد ،صتتتتتتتتتتتتتبونات طبقة الخر  مر المعطيات التي 
متغيرات لاستتتتتتتتتتتتتخدامها كمدخلات،  يتم تحليلها لذلك إذا كار ضتتتتتتتتتتتتمر المعطيات أربعة
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ستتتتبنى الشتتتبكة العصتتتبونية باربعة مداخل، وبالممل إذا كار هناك ستتتبعة متغيرات يجب 
 شتتبكة العصتتبونية تبنى الشتتبكة العصتتبونية بستتبعة ،صتتبونات في طبقةدراستتتها كخر  لل

فكلها تبنى  [5]أما ،دد ،صتتتتتتتتتتتتبونات الطبقة المخفية لم تحدد مر قبل أق ،الم الخر .
بالتجريب، فلو كار ،دد ،صتتتتتتبونات الطبقة المخفية قليلًا فبر الشتتتتتتبكة العصتتتتتتبونية لر 

ة اً ،ندها ببستتتتتتتتتاطة تميل الشتتتتتتتتتبكتتعلم، وار كار ،دد ،صتتتتتتتتتبونات الطبقة المخفية كبير 
الشبكة لا  القلة التي تجعلللحفظ، لذلك يتم تحديد ،دد ،صبونات الطبقة المخفية بير 

 [5].الدخل معطياتتتعلم وبير الكمرة التي تجعل الشبكة تحقظ 
 [1][2] أنواع الشبكات العصبونية حسب نوع التدريب: (4

،  نها جدا بالنسبة للشبكات العصبونيةحيث تعتبر ،ملية التدريب مر العمليات الهامة 
،بارة ،ر ،ملية تستطيع الشبكة العصبونية مر خلالها أر تتكيف مع مدخلات محددة 
مر أجل الحصول ،لى استجابات مطلوبة ويمكر تصنيف أساليب التدريب المختلفة 

 للشبكات العصبونية إلى:
 Supervised Training:[1][2] المراقب(المشرف عليه ) التدريب -5-1

 (data base) تعطى مجمو،ة مر بيانات التدريب المشتتتتتتترف ،ليد في التعليم 
التدريب يحتا  إلى معلم أو مشتتتتتترف  هذا  خر ك أق أر –المكونة مر أزوا  مرشدخل 

تدريب ال معطياتيتممل بشتتتتتتتتتتتتتعاا الهدف ويتم التنبؤ بالخر  لدخل جديد  وبعد إدخال 
وتحستتتب  كالمرغوبتعالج الشتتتبكة المدخلات وتقارر النتائج مع النتائج المرغوبةشالخر  

الذق تم الحصتتتتتتتول ،ليد مر المدخلات وف  خوارزمية  الفعليشالفر  بير الخر   الخطا
تبثك ا خطاء مر خلال الشتتبكة مما يؤدق  -وتعاد شتنشتتر  التدريب والخر  المرغوبك

تحدث هذه العملية ،دة مرات طالما أر ا وزار  ،تتحكم بالشتتتتتتتتتبكة لتحديث ا وزار التي
 .تتعدل

 
 ( طريقة التدريب بمعلم3الشكل)
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 Unsupervised Training:[5] شغير المراقبك التدريب غير المشرف ،ليد  -5-2

لا تحتا  الشتتتتتبكات التي تستتتتتتخدم هذا ا ستتتتتلوب مر التدريب إلى معلم 
أق إلى شتتتتتتتعاا الهدف شالمخرجات المرغوبةك فهي قادرة ،لى التعلم والتصتتتتتتتنيف 

أق تقدم المدخلات للشتتتتتبكة بدور المخرجات  ذاتيللمدخلات المقدمة لها بشتتتتتكل 
ة الشتتتتتتتتتتتتتبكتتحيتتث تبني  ،هي نوا مر أنواا شتتتتتتتتتتتتتبكتتات التنظيم التتذاتيف ،المرغوبتتة

التعليم ،لى أستتتتتتتاس قدرتها ،لى اكتشتتتتتتتاف أستتتتتتتاليب  الاصتتتتتتتطنا،ية العصتتتتتتتبونية
الصفات المميزة لما يعرض ،ليها مر أشكالٍ وأنسا  وقدرتها ،لى تطوير تمميل 
داخلي لهذه ا شتتتتتتتتتتتتكال وذلك دور معرفة مستتتتتتتتتتتتبقة وبدور ،رض أمملة لما يجب 

اطة معلم، التعليم بوس ،ليها أر تنُتجد وذلك ،لى ،كس المبدأ المتبع في أسلوب
 مشرف. ويوجد ،دة أنواا للشبكات ذات خوارزميات التعلم بدور

 feed forward networks:[4]الشبكات العصبونية بتغذية أمامية  -6
تنتشتتتر هنا المدخلات مر وحدات الدخل الى الطبقات المخفية فطبقة الخر  ،ر طري  

 وصلات مقترنة باوزار كما يلي:

الواردة مر المحيط الخارجي وتممل  تستتتتتتتتتتتقبل الاشتتتتتتتتتتارات :inputsالمدخلات  -6-1
,𝑥1)بالشعاا 𝑥2, … , 𝑥𝑛)  م الخلية بنسب مختلفةسحيث يتم نقلها إلى ج. 

ة ادلات رياضتتتيقيم ،ددية قابلة للزيادة والنقصتتتار وف  مع : weightsالأوزان -6-2
,𝑤1)محددة ويرمز لها ب 𝑤2, … , 𝑤𝑛) حيث يتم ا،طاؤها قيم ابتدائية في ،

الخطوة ا ولى للتدريب مم يتم تعديل هذه القيم حتى الوصول الى أصغر قيمة 
ممكنة للخطا الذق يتممل بالفر  بير الخر  الفعلي للشتتبكة العصتتبونية والخر  

 المرغوب.
يقوم بجمع المدخلات الموزونة  :summation functionتابع التجميع  -6-3

weighted function :وف  العلاقة 
𝑦𝑖𝑛 = ∑ 𝑤𝑖𝑥𝑖

𝑖=𝑛
𝑖=1 = 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯+ 𝑤𝑛𝑥𝑛 ∓ 𝑏          (1)  
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يقوم بتحويل حاصل جمع : activation functionتابع التفعيل )التنشيط( -6-4
المدخلات الموزونة إلى إشارة رياضية محددة حسب طبيعة المشكلة لينتج 

 كما يلي:الخر  النهائي للخلية العصبية 
 𝑦𝑖𝑛 = ∑ 𝑤𝑖𝑥𝑖

𝒏
𝒊=𝟏 ∓ b             (2)  

 كما في العلاقة التالية: 𝑦𝑖𝑛 فيكور خر  الشبكة العصبونية بتطبي  تابع التفعيل ،لى
𝑦̂0 = 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑓(𝑦𝑖𝑛) = 𝑓(∑ 𝑤𝑖𝑥𝑖

𝑖=𝑛
𝑖=1 )                (3)  

 
 .perceptron Networkالشكل التفصيلي للشبكة العصبونية  (4)الشكل 

 العصبونية:خوارزميات تدريب الشبكات  -7
 [5][4] لدينا عدة خوارزميات تدريب للشبكات العصبونية نذكر منها:

   deltaخوارزمية التدريب :  : ADALINE NNشبكة التكيف الخطي  -1
هي ،بارة ،ر  : MADALINE NNشبكة التكيف الخطي متعددة الطبقات  -2

. ولهذه الشبكة خوارزميتي تدريب  Adalineتركيب لشبكة التكيف الخطي الت 
MRI,MRII  

   .Back Propagation Algorithmخوارزمية الانتشار العكسي  -3

 

 

  Back Propagation Algorithmخوارزمية الانتشاااااااااار العكساااااااااي   -8

[5][6] 
في الستتتتتتتتتتتتبعينات، ولكر لم  Paul Werbosتم اقتراح هذه الخوارزمية مر قبل 

أهم مر وهي  McClellandو Rumelhartم مر قبتتتتل 1986تستتتتتتتتتتتتتتعمتتتتل إلا لعتتتتام 
خوارزميات تدريب شتتتتتتبكة ،صتتتتتتبونية تعتمد ،لى الانتشتتتتتتار العكستتتتتتي للخطا مر طبقة 
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الخر  باتجاه الطبقات الستتتتتتتتتتتتتتابقة شالمخفية إلى الدخلك، تُستتتتتتتتتتتتتتخدم لتعليم الشتتتتتتتتتتتتتبكات 
العصتتتتتتتبونية ذات التعلم ببشتتتتتتتراف، والجدير بالذكر أر تابع التفعيل المستتتتتتتتخدم في هذه 

، كما تعتبر خوارزمية الانتشتتتتتتتتتتتتتار العكستتتتتتتتتتتتتي مر Sigmoidالـ            رزمية هو تابع الخوا
الخوارزميات الستتتتتتتتتتتريعة لكنها تاخذ وقت في إيجاد مجمو،ة الحلول المملى ل وزار، ولا 

 يمكر استخدامها إلا بوجود طبقة أو اكمر مر الطبقات المخفية.
لعبت الدور  دة الطبقاتفكرة الانتشتتار الخلفي لتدريب الشتتبكات العصتتبونية متعد تطوير

ا ستتاس في إبراز الشتتبكات العصتتبونية الصتتنا،ية كاداة لحل الكمير مر المشتتاكل ،لى 
 نطا  واسع.

وتهدف ،ملية تدريب هذه الشتتتتتبكات الوصتتتتتول إلى حالة مر التوازر بير قابلية الشتتتتتبكة 
 ،لى الاستتتتتتتتتجابة لعينات الدخل التي تستتتتتتتتتخدم في ،ملية التدريب وقدرتها ،لى إ،طاء
استتتتتتتتتتجابة جيدة لدخل مشتتتتتتتتتابد لكر غير مطاب  لذلك الدخل المستتتتتتتتتتخدم في التدريب. 

الامامي  : مرحلة الانتشتتاريقة الانتشتتار الخلفي ملامة مراحليتضتتمر تدريب الشتتبكة بطر 
وبعد مرحلة التدريب تبدأ مرحلة اختبار والانتشتتتتتتتتتتتتتتار الخلفي مم مرحلة تعديل ا وزار.

 فقط هي طور الانتشار ا مامي. الشبكة والتي تتضمر مرحلة واحدة

 
 (: تدريب الشبكات الأمامية متعددة الطبقات5الشكل )

 [6][4] [7]: تطوير خوارزمية الانتشار العكسي -9

ة خوارزميار لخوارزمية الانتشار العكسي العديد مر التطويرات والتطور الاهم هو 
Levenberg-Marquadt، الخطا  مر مجموا مربعات والتي تقلل𝑡𝑘 − 𝑦𝑘  شالفر  بير

تتطلب ذاكرة أقل [ وهي تحق  نسبة تقارب أفضل و 7الخر  المطلوب و الخر  الفعليك]
أسرا مر غيرها مر خوارزميات تدريب الشبكات العصبونية ا خرى ممل خوارزمية و 
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حيث أر هذه  للخطاك Error Back propagation Algorithmشسي العكالانتشار 
 -Levenbergالخوارزمية تكور غالباً بطيئة في المشاكل العملية حيث أر خوارزمية 

Marquardt هي تعتبر تطوير مرة  و  100حتى  10أسرا منها مر  يمكر أر تكور
 [6][4] العكسي للخطاالانتشار  لخوارزمية

 Levenberg- Marquardt:[7] خوارزمية -10

المملى  وزار الشبكة العصبونية مر خلال ايجاد وهي مر طرائ  ايجاد الحلول 
 مجموا المربعات الصغرى المعرفة بالشكل:

𝐸(𝑊𝑗) =
1

2
∑ ∑ (𝑡𝑖𝑘 − 𝑦𝑖𝑘)

2𝐾
𝑘=1

𝑁
𝑖               (6)  

 . (iteration): ،دد أنماط التدريب 𝑁: ،دد ،صبونات طبقة الخر ، 𝐾،لماً أر 
𝑗 تعبر ،ر كل مسح لكامل البيانات :(epoch) 

 وبترميز للخطا بالشكل التالي:
ei(𝑊𝑗) = ∑ (tik − yik)

𝐾
𝑘=1                 (7)  

 :وبالتالي يكتب تابع الكلفة بالشكل التالي
𝐸(𝑊𝑗) =

1

2
∑ 𝑒𝑖

2𝑁
𝑖                         (8)  

 وحسب طريقة نيوتر تكور الحلول المتتالية معرفة وف  العلاقة التالية:
𝑊𝑗+1 = 𝑊𝑗 − 𝐻𝑗

−1𝑔𝑗                (9) 

𝐻𝑗حيث أر:  = ∇2𝐸(𝑊)|𝑊=𝑊𝑗
هو تابع مجموا  𝐸(𝑊𝑗)و،ندما نفترض أر  

 المربعات:
E(𝑊𝑗) =

1

2
∑ 𝑒𝑖

2𝑁
𝑖 = 𝑒′𝑒           (10)  

 للمشت  معرف كما يلي: j،ندها يكور العنصر ذو الترتيب 
[∇𝐸(𝑤)]𝑗 =

𝜕𝐸(𝑊𝑗)

𝜕𝑊𝑗
= 2 ∑ 𝑒𝑖

𝜕𝑒𝑖(𝑋)

𝜕𝑊𝑗

𝑁
𝑖=1            (11)  

 وبالتالي يكور شكل مصفوفة المشت  كما يلي:
∇𝐸(𝑤) = 2𝐽𝑇(𝑊)𝑒(𝑊)             (12)  

 حيث أر:
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𝐽(𝑊) =

[
 
 
 
 
 
𝜕𝑒1(𝑊)

𝜕𝑊1

𝜕𝑒1(𝑊)

𝜕𝑊2
…

𝜕𝑒1(𝑊)

𝜕𝑊𝑛

𝜕𝑒2(𝑊)

𝜕𝑊1

𝜕𝑒2(𝑊)

𝜕𝑊2
…

𝜕𝑒2(𝑊)

𝜕𝑊𝑛

⋮
𝜕𝑒𝑁(𝑊)

𝜕𝑊1

⋮
𝜕𝑒𝑁(𝑊)

𝜕𝑊2
…

⋮
𝜕𝑒𝑁(𝑊)

𝜕𝑊𝑛 ]
 
 
 
 
 

              (13)  

𝑛 .دد ا وزار ضمر الشبكة العصبونية، : 
 بمصفوفة جاكوبي. 𝐽(𝑊)حيث تد،ى 

 ويتم كتابة مصفوفة هيسيار بطريقة تقريبية وف  العلاقة التالية:
∇2𝐸(𝑊) ≅ 2𝐽𝑇(𝑊)𝐽(𝑊)            (14)  

 ر كتابة مايلي:يمك  Gauss_Newtonوبالتالي حسب طريقة 
𝑊𝑗+1 = 𝑊𝑗 − [2𝐽𝑇(𝑊𝑗)𝐽(𝑊𝑗)]

−1
2𝐽𝑇(𝑊𝑗)𝑒(𝑊𝑗)     (15) 

= 𝑊𝑗 − [𝐽𝑇(𝑊𝑗)𝐽(𝑊𝑗)]
−1

𝐽𝑇(𝑊𝑗)𝑒(𝑊𝑗)            (16) 
ونلاحظ أر طريقة نيوتر القياسية ليست بحاجة الى حساب المشت  الماني. وأحد 

Hessian 𝐻أر مصفوفة  Gauss_Newtonمشاكل  = 𝐽𝑇𝐽   قد لاتملك مقلوب
 معرفة بالشكل التالي: Hessian لذلك نستخدم مصفوفة تقريبية ل

𝐺 = 𝐻 + 𝜇𝐼            (16) 
𝜇 برامتر مابت يضاف في حال كانت :𝐻  ًتملك محدداً يساوق الصفر وهو رقم صغير جدا

  𝐻لا يؤمر ،لى قيمة العناصر الموجودة في المصفوفة 
 وبالتالي تعطى ا وزار لهذه الخوارزمية كما يلي:

𝑊𝑗+1 = 𝑊𝑗 − [𝐽𝑇(𝑊𝑗)𝐽(𝑊𝑗) + 𝜇𝐼]
−1

𝐽𝑇(𝑊𝑗)𝑒(𝑊𝑗)          (17)  
Δ𝑊𝑘 = −[𝐽𝑇(𝑊𝑗)𝐽(𝑊𝑗) + 𝜇𝐼]

−1
𝐽𝑇(𝑊𝑗)𝑒(𝑊𝑗)                    (18)  

 Jacobianمصفوفة هي  𝐻،Jلها نفس درجة المصفوفة  هي المصفوفة الواحدية 𝐼حيث 
 .للشبكة العصبونية nالمتعلقة با وزار  m خطاء الخر  

 تقدير القيم المفقودة والشاذة:الخوارزمية المقترحة من أجل  -11

 قيمةك  nمتحول مستقيل يتالف كلًا منها مر  Kمتحولات مستقلة ش 𝑋𝑖𝑗إذا كار لدينا 
𝑖 = 1,2, … , 𝑛 

𝑗 = 1,2, … , 𝑘 
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 متحول تابع:  𝑦𝑖وكار 
 فبر الخوارزمية المقترحة توصف بالخطوات التالية:

ولات مفقودة في أحد المتححذف جميع ا سطر مر البيانات التي توجد فيها قيم  -1
 المستقلة.

بناء شبكة ،صبونية متوافقة مع البيانات المتبقية بعد ،ملية الحذف بجعل  -2
 . 𝑦𝑖والخر  هو  𝑋𝑖𝑗المداخل هي 

 تدرب الشبكة العصبونية والحصول ،لى شبكة مدربة واستخلاص قيم ا وزار. -3

ونريد  rرقم ترميم قا،دة المعطيات قيمة تلو أخرى فبذا فرضنا أر المتغير  -4
 تكور المعالجة كما يلي: iالتنبؤ بالقيمة رقم 

𝑛1 = min (𝑋𝑖𝑟) 

𝑛2 = max (𝑋𝑖𝑟) 

𝑛1]تقسيم المجال  − 𝑛2]   إلى ،دد مر القيمm بخطوة مابتة مقدارها𝛼  وكلما
 كبيرة كانت العملية أد  وأفضل وأكمر شفافية. mكانت 

نمبت باقي قيم المتحولات ا خرى ،لى وضعها في سطر المقابل للقيمة التي 
ونحصل ،لى مصفوفة جديدة نتيجة التقسيم كما  rيتم التنبؤ بها في المتغير 

 يلي:

[
 
 
 
 
𝑋𝑖1 … 𝑛1        𝑋𝑖𝑘

𝑋𝑖1 … 𝑛1 + 𝛼 𝑋𝑖𝑘

𝑋𝑖1 …
⋮

𝑋𝑖1

⋮
…

𝑛1 + 2𝛼
⋮

𝑛2

𝑋𝑖𝑘

⋮
𝑋𝑖𝑘]

 
 
 
 

 

 نعوض المصفوفة في الشبكة العصبونية المدربة:
𝑍𝑖نحسب:  = 𝑦̂𝑖 − 𝑦𝑖 , 𝑖 = 1,2, … ,𝑚 

 min (𝑍𝑖)هي لقيمة التي تقابل   𝑋𝑖𝑟التقدير ا ممل لت 
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 التطبيق العملي:
تناولت الدراسة بيانات الطقس في خمس محطات في مدينة حلب  شمحطة 

المسلمية شمال حلب_ محطة مركز الشيخ سعيد جنوب حلب_ محطة طري  
المدينة وسط حلب _ محطة حلب الجديدة غرب حلب_ محطة المطار المدني 

حتى شهر أيار مر  2009ابتداءً مر شهر كانور ا ول مر ،ام شر  حلب ك 
متغيراً تابعاً وا،تمدنا أربع متغيرات  الحرارة الداخليةحيث ا،تمدنا   2011،ام 

رطوبة وال سر،ة الرياحو  درجة الحرارةمستقلة تؤمر ،لى الحرارة الداخلية، وهي 
  الجوية

  :يمكر تعريف متغيرات الدراسة بالجدول التالي

 متغيرات الدراسة (1.3)الجدول 

  الرمز المتغير
 الحرارة الداخلية 𝒚 التابع

 درجة الحرارة 𝑿𝟏 المستقل
 سرعة الرياح 𝑿𝟐 المستقل
 اتجاه الرياح 𝑿𝟑 المستقل
 الرطوبة الجوية 𝑿𝟒 المستقل
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بحذف بعض القيم الموجودة في المتغير المستقل الاول وتطبي  الخوارزمية المقترحة تم 
 الحصول ،لى النتائج التالية:

 𝑿𝟏(𝟔𝟗) 𝑿𝟏(𝟏𝟎𝟎) 𝑿𝟏(𝟏𝟏𝟔) رقم القيمة
 23.962 القيمة الحقيقية

 
11.377 
 

17.167 
 

 24.10501 القيمة المقدرة

 
11.25668 

 
17.20229 

 
 0.994067 دقة التقدير

 
0.989424 

 
0.997177 

 
 النتائج:

لعصبونية تدريب الشبكة اترميم قا،دة البيانات مر خلال تقدير القيم المفقودة وذلك بتم 
 وتطبي  الخوارزمية المقترحة.

 الى احتمال الحدث ا كيد.دقة ،الية في تقدير القيم المفقودة تصل  حصلنا ،لى
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 التوصيات:
 الا،تماد ،لى الشتتتتتتتتتتتتتبكات العصتتتتتتتتتتتتتبونية في معالجة القيم المفقودة والمشتتتتتتتتتتتتتتاكل -1

 لإحصائية ا خرى.ا
ا،تماد طريقة الشتتتتتتتتتبكات العصتتتتتتتتتبونية في بناء النماذ  الرياضتتتتتتتتتية واستتتتتتتتتتخدامها  -2

  غراض التنبؤ.
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